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Introduction

With the increase in the volume of processed, stored, and 
received information when working with information processes 
in large and medium-sized enterprises, as well as scientifi c 
activities, its processing in the resulting form becomes 
diffi cult. There is a need for primary processing of information 
for its structuring, identifying features, generalization, and 
sorting. To achieve this, classifi cation and clustering processes 
are used. Document classifi cation is the process of arranging 
or distributing objects (observations) into classes in order to 
refl ect the relationship between them. A class is a collection of 
documents that have some common feature that distinguishes 
this collection from others. To classify an object means to 
indicate the number (or name) of the class to which the object 
belongs. Classifi er training is the process of constructing an 
algorithm in the case when a fi nite set of objects is given and 
it is known which classes they belong to. This set is called 
a sample. The class affi liation of the remaining objects is 
unknown [1-3]. 

Abstract

In recent years, classifi cation and clustering have been widely used for processing and analyzing information for the purpose of structuring, ordering, summarizing, 
and sorting. Classifi cation and clustering are used when working with information processes both in enterprises (large and medium-sized) and in various fi elds of scientifi c 
activity, which is especially important in the context of the constant growth of processed information. 

At the same time, during cluster analysis, an important task is to assess its quality. In this work, cluster analysis was used to identify loss circulation zones when 
drilling wells and classify them by severity (intensity). To determine the quality of the cluster analysis, the entropy value was calculated, which should tend to a minimum. 
In our case, it was 0.23, which allows us to judge the fairly high quality of the cluster solution.
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Clustering is the process of dividing a given set of objects 
(observations) into disjoint subsets called clusters, so that 
each cluster consists of similar objects, and objects in different 
clusters are signifi cantly different. Clustering is used when 
data compression is required. If the original sample is too 
large, it can be reduced by leaving one most characteristic 
representative from each cluster. Clustering is also used for 
novelty detection. Atypical objects are selected that cannot be 
attached to any of the clusters. 

Formulation of the problem

As is known, when drilling wells, complications associated 
with geological conditions arise. One of the most severe types 
of complications is the loss of drilling fl uid. This phenomenon 
occurs due to a mismatch between the characteristics of the 
geological section and the drilling fl uid (mud). Due to the high 
porosity and permeability of rocks, the drilling fl uid penetrates 
into their pores, i.e. the rock, as it were, “absorbs” the mud, as a 
result of which a signifi cant amount of mud is lost and, fi nally, 
circulation is lost. The severity of this complication is expressed 
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by the volume of mud absorbed by the rock (formation). To 
prevent material losses and loss of time due to the occurrence 
of this situation, it is necessary to fi nd ways of early forecasting 
[4,5]. There are various methods that can be used to solve 
this problem. Due to the infl uence of various factors, it is not 
possible to accurately study the well section and establish the 
infl uence of these conditions on the severity of losses using 
traditional methods. As the analysis shows, the most reliable 
apparatus are methods based on fuzzy logic, in particular, 
methods that make it possible to classify rocks according to 
petrophysical characteristics (porosity, permeability) and 
clarify the correspondence of each homogeneous interval 
according to these properties with the severity of losses, 
expressed by the volume of lost drilling fl uid. From this point 
of view, such a correspondence can be established using the 
clustering method, and the most convenient in this case is the 
fuzzy cluster analysis algorithm. In this regard, this article, 
devoted to the early prediction of drilling fl uid losses, provides 
for data collection, statistical data processing, information 
analysis, including cluster analysis and the establishment of 
mutual correspondence between the petrophysical properties 
of rocks and the severity of mud losses in the form of fuzzy 
rules.

Materials and methods

There are two main classifi cations of clustering methods. 
One of them is the division into hierarchical and non-
hierarchical (or fl at) clustering methods. Hierarchical 
algorithms (also called taxonomy algorithms) construct 
multiple partitions of a sample into disjoint clusters and a 
system of nested partitions. Thus, at the output, we get a tree of 
clusters, the root of which is the entire sample, and the leaves 
are the smallest cluster. Top-down hierarchical algorithms 
work on a top-down principle: fi rst, all objects are placed in 
one cluster, which is then divided into smaller clusters. More 
common are bottom-up algorithms, where we start by placing 
each object in a separate cluster, and then we combine the 
clusters into larger clusters until all the objects in the sample 
are contained in one cluster. Thus, a system of nested sections 
is built. The results of such algorithms are usually presented in 
the form of a tree - a dendrogram. A classic example of such 
a tree is the classifi cation of animals and plants. In contrast, 
non-hierarchical (fl at) algorithms build clusters from a single 
section of objects [1-3,6-8].

In general, clustering can also be classifi ed as soft clustering 
(overlapping clustering) and hard clustering (or “exclusive” 
clustering). In the case of hard clustering, each point belongs 
to only one cluster, whereas in soft clustering, a point belongs 
to two or more clusters with different degrees of membership. 
Often soft clustering is more natural because points on class 
boundaries do not necessarily have to belong entirely to one of 
them. Rather, they will belong to several classes with varying 
degrees of membership ranging from 0 to 1. One of the most 
popular soft clustering methods is Fuzzy C-Means (FCM), and 
similarly, k-means is one of the most common hard clustering 
methods [6-8]. 

For each pair of objects, the “distance” between them 
is measured – it is the degree of similarity. There are many 
metrics, and here are the main ones: Euclidean distance, 
squared Euclidean distance, distance between city blocks 
(Manhattan distance), Chebyshev distance, and power-law 
distance.

Results

To assess the infl uence of geological conditions on the 
nature of lost circulation in the absence of information, a 
mutual correspondence was achieved between the indicators 
of the petrophysical properties of rocks and the degree of 
lost circulation based on fuzzy cluster analysis. Using a fuzzy 
clustering algorithm, drilling conditions were classifi ed 
according to the severity of losses based on data on the 
petrophysical properties of the rocks being drilled. This is very 
important for early diagnosis of complications and assessment 
of their risk [9-11].

One of the important tasks facing us when carrying out 
cluster analysis is assessing its quality. As noted in the work 
[12], two measures of the quality of the performed cluster 
analysis can be distinguished: internal and external. Internal 
measures are based on assessing the properties of separability 
and compactness of the resulting data partition, and the 
function of the sum of squared deviations of objects from the 
center of the clusters can serve as such a measure. The use 
of external measures consists of comparing an automatic 
data partition with a “reference” one obtained from experts 
or selected on the basis of some theoretical reasoning. In 
statistical physics, entropy characterizes the “order” in a 
system that moves from one state to another and is interpreted 
as a measure of the probability of the system remaining in a 
given state. The more disorder there is, the greater the entropy. 
Any system eventually gradually approaches its more probable 
state. In the process, disorder increases, chaos increases, and 
therefore entropy increases. As is known, chaos corresponds to 
the maximum entropy value and means the absence of clusters, 
while a good cluster solution should tend to minimum entropy 
values [12-15]. Due to the need to assess the quality of the 
performed cluster analysis, we performed entropy calculations.

The entropy of one cluster is calculated using the following 
formula:

  1
log1

log

i iq n nr rE Sr i n nq r r
                   (1)

Where nr is the number of elements in a given cluster; 

q is the total number of classes in the entire collection;

i
rn  is the number of elements of the i-th class within 

cluster r. 

Table 1 presents the nr and ni
r values we found for each of 

the fi ve clusters. As can be seen, in the fourth cluster there were 
no representatives of other classes, and its entropy reaches a 
minimum value, because log(1)=0, i.e. all elements belong to 
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the same cluster. According to our calculations, the entropy 
values for the remaining cases were as follows: 0.23 for the 
fi rst cluster, 0.29 for the second, 0.22 for the third, and 0.16 for 
the fi fth (Table 2).

• Consequences characterized by a complete disruption 
of the technological process and lost circulation rates 
above 40 m3/h are called catastrophic; the entropy, in this 
case, was 0.23, and the cluster included 39 elements.

• Serious lost circulation includes those characterized by a 
signifi cant disruption of the technological process, lost 
circulation intensity of 32-40 m3/h; the cluster contains 
38 objects, and the entropy value is 0.29.

• Intensive consequences include those characterized 
by disruptions in the technological process with lost 
circulation rates of 23-35 m3/h; the entropy value here 
is 0.22, and the number of elements in the cluster was 
23.

• Consequences are considered partial if they are 
characterized by a relatively minor disruption of the 
technological process, with lost circulation rates of 14-
23 m3/h; in this case, the entropy value is zero, since the 
cluster did not include elements of other classes, and 
there are only 6 “own” elements in it. 

• Minor ones include those that are easily removable and 
require relatively small fi nancial and time costs with a 
lost circulation rate of 5-14 m3/h [8-10]. There are 8 
elements in the cluster, and the entropy value is 0.16. 
All this information is refl ected in Table 1. 

Next, using the formula given in the work [10], the entropy 
of the cluster solution is found: 

( )1
nrkEntropy E Srr n

                 (2)

Our calculations showed that the entropy has a value of 
0.23, which indicates a fairly high-quality cluster analysis.

Conclusion

A “hybrid” cluster procedure is proposed, combining 
fuzzy cluster analysis with a statistical method of information 
analysis, including the calculation of entropy. Refi nement of 
the results obtained using this method is achieved by applying 
clustering procedures based on fuzzy logic and estimates based 
on probabilistic statistical methods. 

As a result of the implementation of the FCM algorithm, 
membership functions were calculated, clusters were identifi ed, 
the severity of lost circulation was established, entropy values 
were calculated, and ways to assess the quality of clustering 
were shown. 

The calculated entropy values indicate that the resulting 
clusters are internally compact and externally noticeably 
heterogeneous. Integration of probabilistic-statistical methods 
and methods based on fuzzy clustering makes it possible to 
predict absorption in conditions of uncertainty expressed by 
inaccuracy, vagueness of initial data, and lack of information, 
allowing for early prediction of this severe complication and 
making timely decisions.
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Table 1: Results of fuzzy cluster analysis.

Cluster

Q

nr

inr

quant., m3/hour qual. 1
rn

2
rn

3
rn

4
rn

5
rn

1 5-14 minor 39 39 0 14 0 0
2 14-23 partial 38 0 38 15 1 0
3 23-32 intensive 23 1 2 23 0 0
4 32-40 serious 6 0 0 0 6 0
5 more than 40 catastrophic 8 0 0 0 1 8

Table 2: Entropy values in each selected cluster.

Cluster number q nr
inr

E(Sr)

1

5

39 14 0,23
2 38 16 0,29
3 23 3 0,22
4 6 0 0
5 8 1 0,16
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