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Abstract

Speech recognition is a rapidly growing fi eld in machine learning. Conventional automatic speech recognition systems were built based on independent components, 
that is an acoustic model, a language model and a vocabulary, which were tuned and trained separately. The acoustic model is used to predict the context-dependent 
states of phonemes, and the language model and lexicon determine the most possible sequences of spoken phrases. The development of deep learning technologies has 
contributed to the improvement of other scientifi c areas, which includes speech recognition. Today, the most popular speech recognition systems are systems based on 
an end-to-end (E2E) structure, which trains the components of a traditional model simultaneously without isolating individual elements, representing the system as a single 
neural network. The E2E structure represents the system as one whole element, in contrast to the traditional one, which has several independent elements. The E2E system 
provides a direct mapping of acoustic signals in a sequence of labels without intermediate states, without the need for post-processing at the output, which makes it easy 
to implement. Today, the popular models are those that directly output the sequence of words based on the input sound in real-time, which are online end-to-end models. 
This article provides a detailed overview of popular online-based models for E2E systems such as RNN-T, Neural Transducer (NT) and Monotonic Chunkwise Attention 
(MoChA). It should be emphasized that online models for Kazakh speech recognition have not been developed at the moment. For low-resource languages, like the Kazakh 
language, the above models have not been studied. Thus, systems based on these models have been trained to recognize Kazakh speech. The results obtained showed 
that all three models work well for recognizing Kazakh speech without the use of external additions.
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Introduction

Speech technologies provide more natural user interaction 
with computing and telecommunication systems compared 
to a standard graphical interface. Initially, automatic speech 
recognition systems were developed for people with physical 
disabilities that face the diffi culty of typing by hand. However, 
at present, these systems are especially used in the everyday 
life of an ordinary person who wants to make his life easier 

and eliminate the routine work of typing dictation or writing a 
letter just by voicing commands.

Today the most popular speech recognition systems are 
based on end-to-end (E2E) structure models [1]. However, the 
conditions for the implementation of such systems are not so 
easy to satisfy for low-resource languages, since data in the 
amount of thousands or more hours are required to obtain a 
high-quality speech recognition system. However, the data 
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question can be solved using the method of data augmentation 
and other techniques [2-4].  Because the Kazakh language has 
very little data in electronic form, a tremendous amount of 
work needs to be done to collect and develop speech and text 
data. An increase in data during the implementation of end-
to-end systems favorably affects the quality of recognition 
not only of traditional models but also of online end-to-end 
models. Thus, this topic is very relevant for other languages 
with limited training data.

The main advantage of E2E models is not only high 
performance in terms of speed and accuracy of speech 
recognition but also their use locally on portable devices. Lately, 
there has been strong interest in training the E2E process for 
ASR that directly output a sequence of words given the input 
sound. There are many works related to online recognition not 
only of speech but also of the handwritten alphabet, which 
plays an important role in the development of computer vision 
and natural language processing using machine learning 
methods, namely through the end-to-end method [5,6]. 
Streaming Speech Recognition allows you to stream an audio 
stream into speech-to-text and obtain real-time stream speech 
recognition results as the audio is processed. To implement 
such a system, online attention-based models for E2E systems 
are used, the most popular are RNN-T, Neural Transducer (NT) 
and Monotonic Chunkwise Attention (MoChA).

In this article, we have carried out an overview of online 
models of E2E systems. And they built a system for recognizing 
Kazakh speech. 

Materials and methods

Model Recurrent neural transducer 

The Recurrent neural transducer (RNN-T) was fi rst 
mentioned in [7,8] as a modifi cation of the Connected Time 
Classifi cation (CTC) model [9] for sequence marking problems 
where the alignment between the input sequence x and the 
output targets l is unknown. This is achieved in the CTC 
formulation by introducing an additional label, which is an 
empty label, which generates the probability of outputting a 
label corresponding to a given input frame. However, the main 
limitation of CTC is its assumption that the model output in a 
given frame is independent of previous output labels, i.e. are 

independent: lt ⫫ lj | x for t<j.

The structure of RNN-T consists of the following elements 
– an encoder [10], a joint and a prediction network; as described 
in [11], the RNN-T model has a similar structure as in other 
E2E method architectures, like an encoder with an attention 
mechanism, if the decoder can be represented as a connection 
between the network prediction element and an internetwork. 
The RNN is an encoder that converts the input acoustic data 
into a high-level intermediate representation and performs 
the same function as AM in a standard speech recognition 
system. Consequently, the RNN output is driven by the chain of 
previous acoustic data, as in the CTC model. The task of RNN-T 
is to eradicate the conditional independence assumption in the 
CTC by adding an RNN prediction network component that 

is explicitly driven by the predicted history of previous non-
empty model targets [12]. For example, the prediction network 
takes the last non-empty label as input data to cause the output 
data. Eventually, the joint network, which has a feed-forward 
network, combines the outputs of the encoder and prediction 
networks to form logits. Thus, all this is conjugated by the 
softmax layer to obtain the distribution over the next output 
character/word (Figure 1).

Consideration should be given to the fact that compared 
to other streaming encoder-decoder architectures like the 
Neural Transducer, the prediction network is independent of 
the received encoder information. This advantage makes it 
possible to train the decoder as a language model on data.

Neural transducer

The Neural Transducer (NT) can generate some of the 
output signals as blocks of input data arrive, thus satisfying 
the online condition.

A speech transformer usually consists of an encoder that 
converts acoustic inputs to high-level representations and a 
decoder that produces linguistic output, which is characters 
or words from encoded representations. The problem is that 
the input and output sections are of variable (also different) 
lengths, and usually, no alignments are available between 
them. Sonneural transducers must study both the classifi cation 
from acoustic performance to linguistic predictions and the 
agreement between them. The sensor models differ in the 
composition of the classifi er and leveler [13].

More formally, given the input sequence x = (x1, .., xT) of 
length I, and the output sequence y = (y1, ..., yU)  of length I and 
each yu is an I-dimensional one-time vector, the transformers 
simulate the conditional distribution p(y | x). The encoder 
maps the input x to a high-level representation h = (h1, ..., hT′), 
which may be shorter than the input (T′≤T) downsampled in 
time (Figure 2). The encoder can be built using feed-forward 
neural networks (DNN), recurrent neural networks (RNN), or 
convolutional neural networks (CNN). The decoder determines 
the alignment and displays from h to y [14].

Softmax

Joint network 

Encoder Prediction 
network 

lm-1 

Sequence of words 

Figure 1: Structure of RNN-T.
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In [15], in the problem of TIMIT phoneme recognition, 
a neural converter with a three-level unidirectional LSTM 
encoder and a three-level unidirectional LSTM converter 
achieved an accuracy of 20.8% phoneme error rate (PER), 
which is close to the ultra-modern for unidirectional methods. 
Moreover, it was also set up that with good matches, the model 
can reach a PER of 19.8%.

Monotonic chunkwise attention

To develop a MoChA model, it is fi rst necessary to study 
well the structure of the model from sequence to sequence 
(seq2seq) and the most common form of soft attention used 
with it (described in [16, 17]).

The MoChA model computes context using two types of 
attention: hard monotonous attention and soft piecemeal 
attention (Figure 3).

MoChA allows the model to perform soft attention on small 
chunks of memory before where the hard monotonous attention 
mechanism chose to be present. It also has a learning routine 
that allows it to be applied directly to existing sequence-
to-sequence (seq2seq) models and trained using standard 
backpropagation of the error. In [18], it was shown that MoChA 
effectively narrows the gap between monotonous and soft 
attention in speech recognition on the Internet and provides 
a relative improvement of 20% compared to monotonous 
attention in summarizing documents. These advantages entail 
only a small increment in the number of parameters and 
computational costs.

In [19], a MoCha-based approach was used for streaming 
speech recognition, resulting in a WER of 9.95%. It has been 
experimentally shown [20] that MoChA provides the highest 
performance in solving speech recognition problems on the 
Internet and is signifi cantly superior to the rigid monotonic 
model based on attention.

Results

Corpus for training. To train the RNN-T model, a speech 
corpus was chosen, which contains more than 300 hours of 
speech, collected in the laboratory "Computer Engineering of 
Intelligent Systems" of the Institute of Computer Engineering 
of the Ministry of Education and Science of the Republic of 
Kazakhstan [21]. This corpus consists of records of Kazakh 
speakers of different sexes and ages; telephone conversations 
with transcriptions; some of the recordings were taken from 
news sites and audiobooks of art.

Corpus data augmentation

To increase the size of the data, the Voice conversion (VC) 
method proposed in [2] was applied. The speed and tempo of the 
audio data have been changed without changing the content. 
Thus, the size of the body was increased to approximately 380 
hours of speech.

Experiments

To extract features from audio data, the method of chalk-
frequency cepstral coeffi cients was applied [22].

To the model based on RNN-T recurrent neural networks, 
like LSTM and BLSTM with six layers [23], for NT and MoChA 
BLSTM also have six layers.

The initial learning rate coeffi cient was set to 10e-5. 
Dropout was used for each output of the recurrent layer as 
regularization and is equal to 0.5. For our model, we used a 
gradient descent optimization algorithm based on Adam [24].

To measure the quality of the speech recognition system, the 
WER metric was used - the number of incorrectly recognized 
words, which is determined by Levenshtein distance [25] 
(Table 1).

The results showed that the MoChA model for the Kazakh 
language works well compared to other models.
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Figure 2: Architecture Neural Transducer.
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Figure 3: Model Monotonic Chunkwise Attention.

Table 1: Results of work of online E2E models on the main and extended corpus.

Model WER, % Data volume, h

RNN-T
15.8
14.3

300
380

NT                   
15.6
14.2

300
380

MoChA
14.9
13.7

300
380

Discussion

During the experiment, corpuses with two data volumes 
were used. The increase in data has led to improved speech 
recognition accuracy. The MoChA model meticulously 
outperformed the RNN-T and NT models by 4% and 3%, 
respectively. On the other hand, it took a very long time to 
tune the MoChA model, as it consists of many parameters. 
Additional components such as language model and phoneme 
dictionary were not applied.
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The results obtained are approximately the same for these 
models, which can be said that all three approaches do a good 
job with speech recognition with a limited set of data.

These approaches were built based on bidirectional 
networks and do not have a consistent trend in recognition, 
and are adapted for real-time speech recognition, so there is no 
need to wait for audio speech recording. Given this advantage, 
these models can be applied and implemented in various 
devices and systems.

Conclusion

In this paper, the architecture of online models for automatic 
recognition of Kazakh continuous speech, which uses self-
attention components, was considered. The considered model is 
easier to implement and the learning process can be reduced by 
parallelizing the processes. The MoChA-based model showed 
better results in Kazakh speech recognition in terms of WER 
indicators than the RNN-T and NT models. This proves that 
the implemented model can be leveraged in other low-resource 
languages. In addition, the results obtained were approximate 
and it allows the conclusion that all three approaches do a good 
job with speech recognition with a limited data set.

In this case, in the future, such models will make it possible 
to recognize high-quality continuous speech in real time using 
less computing power, while having higher performance than 
other APP models.

In further research, it is planned to conduct experiments 
with other types of E2E methods for speech recognition with 
limited training data.
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